Energy efficiency on the product roadmap: an empirical study across releases of a software product
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SUMMARY

In the quest for energy efficient ICT, research has mostly focused on the role of hardware. However, the impact of software on energy consumption has been acknowledged as significant by researchers in software engineering. In spite of that, due to cost and time constraints, many software producing organizations are unable to effectively measure software energy consumption preventing them to include energy efficiency in the product roadmap.

In this paper, we apply a software energy profiling method to reliably compare the energy consumed by a commercial software product across two consecutive releases. We demonstrate how the method can be applied and provide an in-depth analysis of energy consumption of software components. Additionally, we investigate the added value of these measurement for multiple stakeholders in a software producing organization, by means of semi-structured interviews.

Our results show how the introduction of an encryption module caused a noticeable increase in the energy consumption of the product. Such results were deemed valuable by the stakeholders and provided insights on how specific software changes might affect energy consumption. In addition, our interviews show that such a quantification of software energy consumption helps to create awareness and eventually consider energy efficiency aspects when planning software releases.
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1. INTRODUCTION

In order to make the Information and Communication Technology (ICT) sector more environmentally sustainable, research has mostly focused on hardware improvements. Indeed, every new generation of hardware improves its Energy Efficiency (EE) by either increased performance (i.e. more performance per Watt) or decreased Energy Consumption (EC) in absolute terms. Considering the growing number of hardware devices, the impact of these improvements can be significant. However, a crucial aspect that has been long overlooked is the role of software [1]. Although hardware ultimately consumes energy, software provides the instructions that guide the hardware behavior [2].

The sustainability of software is still in its infancy as a research topic. Previous work [3,4] defines sustainability as a multi-dimensional concept that identifies requirements for multiple software Quality Attributes (QAs). In particular, environmental sustainability identifies EC requirements for energy efficiency. Sustainability requirements also impact other QAs: for example, in the mobile domain, the EC of mobile applications directly impacts usability, as it shortens battery life [5–7].

Despite this, we do not witness a significant increase in the energy efficiency of mobile applications over time. On the contrary, software updates require the user to buy a new mobile phone every few years, sometimes even without a clear benefit in terms of performance. Additionally, new phones are often equipped with higher capacity batteries, to prevent deterioration of the operation time. Looking at larger software products, e.g. business applications, a similar pattern can be observed. Depending on the deployment, increasingly more powerful hardware is required to run new releases of applications. In contrast to the mobile domain, though, EC measurements on business software products are more complicated to perform. The diversity of deployments and levels of abstraction (e.g. virtualization and cloud computing) require more sophisticated measurement approaches to properly analyze software EC [8]. Recently, several of such approaches have been proposed, both hardware [9] and software based [10], which were able to identify opportunities for considerable savings in EC.

However, these approaches have not been adopted in industrial contexts so far. While Software Product Organizations (SPOs), e.g. independent software vendors and open-source foundations, have software development as their core activity [11], having accurate software EC measurements still requires significant investments in terms of resources and specialized knowledge [12]. As a consequence SPOs do not plan the evolution of their product, i.e. with a product roadmap [13], on its energy efficiency aspect, potentially leading to not meeting market requirements [14]. For example, in the Netherlands the government specifies EC related requirements in their tenders.

In practice, performance is often used as a proxy for energy efficiency. Software performance optimization is a more mature field of study, hence more people with such skills are available on the market. However, although much can also be derived from performance measurements, EC and performance are not always positively correlated [15–19]; contradicting goals could require a trade-off to be made [3]. Hence, a deeper understanding of the matter is required to properly address the EC of the software itself.
For this purpose, we formulate the following main research questions:

**RQ1:** *How can we reliably compare the energy consumption of large-scale software products across different releases?*

In RQ1, we explicitly refer to large-scale software products as multi-tenant, multi-user distributed software applications, as opposed to e.g. single-user mobile applications which are out of scope for this study. RQ1 is further divided in 2 sub-research question (Section 5):

- **SQ1:** *How can we reliably measure the EC of a software product?* A prerequisite for comparing the EC of a software product is being able to measure the software EC.
- **SQ2:** *How can we attribute energy consumption to individual software elements?* For SPOs to actually optimize the EC of their products, it is necessary to identify how individual software elements affect EC. For a more precise definition of what we mean as a software element, see Section 3.

In Section 3, we describe the design of an experiment where we used software profilers to obtain fine-grained, software-level estimations and validated them with hardware measurements obtained via power meters. The results of this experiment allow us to answer RQ1.

Additionally, we investigate the benefits of measuring the EC of a software product for stakeholders in SPOs responsible for a product. Comparing EC across releases of a software product will, most likely, only be done when there is added value from this effort. To put EC on the product roadmap [20] we formulated a second main research question:

**RQ2:** *What is the added value for a software producing organization to perform EC measurements on software products?*

In Section 3, we describe the design of a secondary empirical study encompassing interviews with the stakeholders from an SPO. The results of this study allow us to answer RQ2, from the perspectives of the different roles involved in software product development.

This paper extends our previously published work [21] in several ways. First of all, we performed a more in-depth analysis of the data, i.e. including software metrics in the analysis, propose a technique to visualize the results in the form of radar graphs and discuss the impact of energy consumption in software design. Moreover, this study poses an additional Research Question (RQ2), answered by means of a series of interviews with practitioners from the SPO which provided the product for our experimentation. During the interviews, we discussed our experimental results and their implications for their product related activities.

The remainder of this article is organized as follows: in Section 2 we review the related work. In Section 3, Section 4 and Section 5 we describe the design, execution and results of our empirical studies (experiment and interviews). We discuss the results in Section 6 and threats to validity in Section 7. Concluding remarks and an outline for future work are provided in Section 8.
2. RELATED WORK

2.1. Product Roadmap

To identify the added value of EC measurements for product development, a basic understanding of the product dynamics is required. Changes in the product market have significantly shifted the focus of software development towards the goal of achieving competitive advantage [22]. Since EC could be considered as a non-functional, strategic aspect of software [3, 4], this topic fits the software product management competence model [14] in the area of product planning, or more specifically product roadmapping. The product, or software, roadmap translates strategy into short- and long-term plans and could be considered as planning the evolution of a product [13].

An important aspect for creating a roadmap is being aware of the lifecycle phase a product is in; beginning of life, middle of life or end of life [23]. Depending on the phase different drivers, economical and technical, direct investments for the product, taking into account the current position of the product in the market. SPOs are, for example, not eager to invest in technology that has become obsolete in a specific market segment. Depending on the lifecycle phase the SPO could consider different investment strategies to minimize losses.

Parallel to the three phases, a different lifecycle representation is presented by Ebert and Brinkkemper [20] ranging from strategic management, product strategy, product planning, development, marketing, sales and distribution to service and support. The beginning of life phase is characterized by creating a product strategy and planning, which leads to the initial development of the product. Development continues in the middle of life phase where the marketing, sales and distribution, service and support activities are key to deliver a ‘mature’ product to the market and keep the product financially viable. During the end of life phase marketing, sales and distribution, service and support activities are key to minimize costs and stretch the financial viability of the product. If required, a substitute product is sought when a current product is considered end of life. Typically major investments are done in the first two stages of the lifecycle.

From an EC point of view the first two stages are where the product team forms and executes short- and long-term plans for a product and where measuring the EC could prove helpful to increase the product success. Sales, an internal stakeholder for a software product [14], could benefit from having low EC as a unique selling point for the software product. When nearing the end of life phase a product, its EC characteristics potentially contribute to extending the lifecycle by, e.g., lowering the total cost of ownership.

Apart from creating the roadmap the product manager, the one responsible for the future of a product [20], also has to ensure development activities are in line with the roadmap. Among others, developers should obtain requirements based on the roadmap and the team has to plan their releases (or sprints) to fulfill these requirements. Not meeting the requirements, or not meeting them in time, could potentially negatively affect the success of the software product.

2.2. Software Energy Consumption Measurements

The available techniques for measuring software energy consumption are rapidly advancing, however a distinction must be made based upon the software execution environment. EC measurements on mobile devices are commonly performed to prevent the software from having a
deteriorating effect on the battery life of the device, e.g. by software tools performing measurements on the device itself (JouleMeter [24], eprof [5]), or by emulation tools that allow developers to estimate the EC of their application on their development environments [6]. Since battery drain can be monitored relatively easily and mobile devices have similar hardware architectures, some approaches were able to relate EC to source code lines [25] with reasonable accuracy (within 10% of the ground truth), although only for Android applications. Additionally, as performance profilers are quite mature in mobile computing, EC profilers can build upon such tools [26].

In the area of large-scale software products, the execution environment is more complex and approaches for energy profiling are more elaborate. Hardware-based approaches (e.g. [27]) rely on physical power meters to be connected to hardware devices. Such approaches do not provide fine-grained measurements at software level, i.e. they are not able to trace the energy consumption of single software elements such as processes or architectural components.

Software-based approaches can be roughly categorized in two sets: source code instrumentation [10] and energy profilers [28]. Source code instrumentation consists in injecting profiling code into the applications code (or byte code), to capture all the necessary events related to energy consumption. For example, JalenUnit [29] is a bytecode instrumentation method that can be used to detect energy bugs and understand energy distribution. JalenUnit infers the energy consumption model of software libraries from execution traces. However, source code instrumentation always results in a noticeable overhead in performance.

Energy profilers rely on fine-grained power models [30] to deliver more accurate measurements at software level. Typically, profilers use performance measurements to explain and characterize software and its EC characteristics [31, 32]. The power model is typically generated via linear regression from performance measurements or resource usage data. This technique could be potentially applied on multiple software products using public repositories and benchmarks, an approach known as green mining [33]. Unfortunately, due to lack of publicly available performance data, green mining is still an immature area. Despite the differences, these approaches all focus on identifying energy hotspots [34] i.e. elements or properties, at any level of abstraction of the system architecture, that have a measurable and significant impact on energy consumption.

We see two potential issues with applying source code instrumentation on large scale, e.g. 30000 lines of code, software products: the performance overhead and the required investment (in time and money) to instrument the code [35]. Hence, we do not see them as viable in an industrial setting. On the other hand, energy profilers do not require a high effort to be adopted, but are shown to be inaccurate in their measurements [28]. Hence, for the purpose of our study (see Section 3), we use software profilers to obtain fine-grained, software-level estimations and validate them with hardware measurements obtained via power meters.

2.3. Software Architectural Aspects of Energy Consumption

The EC can be significantly influenced by the way software is designed and architected. For example, recent study shows data locality plays an important role in the EC of multi-threaded programs [36]. An information viewpoint [37] could be used to structurally consider this aspect. Characterizing software using performance measurements on the other hand is more related to the deployment and functional viewpoint. Combining multiple viewpoints of a software product, i.e.
creating a perspective [37], enables stakeholder to structurally address concerns on different aspects of the system design.

Software Architecture (SA) also allows a stakeholder to explore design trade-offs for the software [3]. Increased performance, a quality attribute for the software, does not always have a direct relation with EC [38]. A different design trade-off is to exchange modules or services for more energy efficient sustainable variants, e.g. cloud federation [39]. SA helps to identify adjustments on different levels in complex environments [40].

2.4. Energy Consumption Comparison Between Releases

Comparing aspects across releases is often discussed in terms of software evolution [41]. However, only few papers were found that investigate the EC of software and include a comparison between different releases. In [42] a comparison is made between three releases of rTorrent by ‘mining’ EC and performance data. A direct relation is described between the granularity of the measurements and the ability to determine the cause of changes in EC. Another approach is to characterize software using Petri nets [43]. Assuming that a complex software product can be fitted into a Petri net, analysis could show the path of lowest EC to perform a specific task. If the changes in a new release can be included in the Petri net, the difference(s) between releases can be quantified.

2.5. Awareness

A different approach is to increase developer awareness in software energy efficiency. The ‘Eco’ programming model [44], for example, introduces energy and temperature awareness in relation to the software and challenges developers to find energy friendly solutions. Awareness of the software community about the impact of software on EC is increasing [45]. However, Pinto et al. [12] point out that this is still far too little to make a difference. In spite of recent progress, the state-of-the-Art in software energy efficiency did not reach sufficient quality yet to deliver reliable, detailed measurements. Comparing the EC between releases can be used to create awareness at the right place for a SPO, and hence exert control over the EC of their software.

Figure 1. The functional architectures for Document Generator (DG) releases 7.3 (left) and 8.0 (right) portrayed on a commercial deployment. The changes are in red.
Table I. Specifications of the hardware and software used for the experiment.

<table>
<thead>
<tr>
<th></th>
<th>Application server</th>
<th>Database server</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hardware</strong></td>
<td>HP Proliant G5, 2 x Intel Xeon E5335 (8 cores @ 2GHz), 8 GB DDR2 memory, 300 GB hard disk @ 15.000 RPM</td>
<td>HP Proliant G5, 1 x Intel Xeon E5335 (4 cores @ 2GHz), 8 GB DDR2 memory, 300 GB hard disk @ 15.000 RPM</td>
</tr>
<tr>
<td><strong>Operating system</strong></td>
<td>Windows Server 2008 R2 Standard (64-bit), Service Pack 1</td>
<td>Windows Server 2008 R2 Standard (64-bit), Service Pack 1</td>
</tr>
<tr>
<td><strong>Software</strong></td>
<td>DOCGEN 7.3 and 8.0</td>
<td>Oracle 11.0.2.0.4.0</td>
</tr>
</tbody>
</table>

3. STUDY DESIGN

To answer the research questions presented in the Section 1, we performed two empirical studies: an experiment to compare the EC of a commercial software product (Document Generator (DG)) across different releases and an interview with stakeholders from an SPO.

3.1. Experiment design

Our experiment follows the guidelines provided in [46–49] and the “green mining” method [42] consisting of seven prescribed activities; (1) choose a product and context, (2) decide on measurement and instrumentation, (3) choose a set of versions, (4) develop a test case, (5) configure the testbed, (6) run the test for per each version and configuration, and (7) compile and analyze the results. In this Section we describe our experimental design, in terms of Product Under Study, setup, metrics and protocol used for the experimentation. We report on compiling and analyzing the results in Section 4 and Section 5 respectively.

3.1.1. Product Under Study: Document Generator (DG) is a commercial software product that is used to generate a variety of documents ranging from simple mailings to complex documents concerning financial decisions. The product is used by over 300 organizations in the Netherlands, counting more than 900 end-users, and annually generates more than 30 million documents. This experiment focuses on two releases of DG, 7.3 and 8.0, allowing us to compare the effects of a major release change [50].

In Figure 1 the SA is shown for the DG releases included in the experiment. Starting with the Connector element, we have a central hub in the SA responsible for receiving user input through the Interface, collecting data from the Composer and handling communication with the Service bus. Together with the Composer element, responsible for merging document templates and definitions with database data, the Connector element handles all activities before documents are generated. Utilities and Interface respectively provide configuration options and an interface for DG. The final element on the application server is the Server element responsible for the actual generation of the documents and delivering the documents to where they are required. The database server hosts an Oracle SQL Database. Specifications of the hardware used in our experiment, i.e the application and database server, are provided in Table I.

3.1.2. Differences between Releases: Looking at the SA, the major difference between the two selected releases is the encryption provider introduced on the application server in release 8.0. Data
encryption was introduced in release 8.0 in order for DG to comply with the upcoming General Data Protection Regulation (GDPR) set up for the European Union. In the case of DG ‘Microsoft Enhanced Cryptographic Provider’ is used: a module that software developers can dynamically link when cryptographic support is required. Encryption is applied in relation to the ‘Server’ element to remain independent from the database that is used, i.e. encrypted data is sent to the database.

Another difference, which is not visible in the SA, can be found in the data model for the database. As release 8.0 is compliant with a new document management system, the data structure is more complicated compared to release 7.3. We cross-checked our findings with the DG architect, to ensure completeness of our list of relevant changes between releases.

3.1.3. Test Case: For the experiment we selected the core functionality of DG, the generation of documents, as test case. DG was instructed to erase existing documents of a certain type and consecutively regenerate these documents. The selected document type contains both textual information and financial calculations and a total number of 5014 documents was generated per each execution of the test case. During each execution, the 8 processes ‘Interface’, ‘Run’, ‘Connector’, ‘Server’, ‘Oracle’, ‘TNSLSNR’, ‘omtsreco’ and ‘oravssw’ processes were monitored on their respective servers. As the ‘Microsoft Enhanced Cryptographic Provider’ is not an executable but a dynamic library, it could not be monitored in isolation.

3.1.4. Metrics: Comparing literature (cf. [31, 42, 51]) we find similarities in the measurement method that is applied, but a clear difference in the reported metrics. Although all report EC, the metrics target different stakeholders while still providing the details required to be in control of the software EC. During the design of an experiment, a choice should be made on what metrics are to be reported, as they should facilitate discussion between stakeholders, e.g. product managers and (potential) customers [20], especially in the case of a pioneering topic like the EC of software [9]. In Figure 2 we show how the research questions driving our empirical experiment (RQ1, further divided into SQ1 and SQ2) are answered in terms of quantitative metrics. In the following, we further motivate our metric selection and rationale.

As regards the energy consumption of software, we measured the Software Energy Consumption (SEC) and Unit Energy Consumption (UEC) metrics [51]. The Software Energy Consumption (SEC) is the total energy consumed by the software, whereas the UEC is the measure for the energy consumed by a specific unit of the software. In our experiment the units, i.e. software elements in our RQ, are the individual processes that comprise the product. This is not to be intended as a formal

![Figure 2. Overview of how the RQ and SQs of the experiment are linked to the reported metrics.](image-url)
definition of what a software element is, but it is rather a choice determined by a practical aspect: our profiling method and tools are only able to attribute energy consumption at process level. Any finer granularity, although desirable, is not possible with current techniques.

In addition to the EC, we recorded *hardware resource usage*, as it can be used to accurately relate EC to individual software elements [31,32,51]. Profiling the performance requires the user to have a basic understanding of the hardware components that have to be monitored (e.g. hardware-specific details) and the context in which they are installed.

Following the definition of the ‘Unit Energy Consumption’ [51], in our experiment we monitored the following hardware resources:

- Hard disk: disk bytes/sec, disk read bytes/sec, disk write bytes/sec
- Processor: % processor usage
- Memory: private bytes, working set, private working set
- Network: bytes total/sec, bytes sent/sec, bytes received/sec
- IO: IO data (bytes/sec), IO read (bytes/sec), IO write (bytes/sec)

We also collected *software metrics* for both DG releases using CppDepend 6.0.0†. The tool provides several software size and complexity measures, such as ‘cyclomatic complexity’ and ‘nesting depth’ which allows us to more extensively identify differences between DG releases. These metrics are related to SQ1 as ideally they could provide an early indication of software EC at design time: by analyzing whether there are any correlations between specific software metrics and the EC of the different releases, we could provide such an indication. Reporting software metrics is also useful to identify potential trade-offs between energy efficiency and other aspects of software quality (e.g. maintainability).

### 3.2. Interview Design

To follow up our experiment we investigated how the results were picked up by the DG team through interviews. More specifically, we looked into their views on the information provided by the EC measurements and the effects of having this information on their tasks. Additionally we explored the opinions and views on how EC measurements in relation to software can be promoted within their organization. To provide the most complete answer on RQ2, we aim to include different roles within the DG team in the study and provide insight on the operational aspects in relation to DG, e.g. its development, and strategic aspects like the product roadmap. For the interviews we followed the guidelines presented in [46, 52].

As the interviews took place after the case study, we could build on a common understanding of SEC between the interviewer and interviewees. However, given the relatively little experience of the team with SEC, we still decided to conduct semi-structured interviews. Structured interviews would have limited the interviewees to only think of those aspects that have a direct relation with the specific questions, instead of actively considering SEC in relation to their tasks and responsibilities. On the other hand, an unstructured interview could result in interviewees focusing on only those aspects they are more experienced in and might not be directly related to SEC.

†<http://www.cppdepend.com/>
Table II. The questions comprising the interview including the goal for each question.

<table>
<thead>
<tr>
<th>Question</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>What do you think of measuring the energy consumption of software?</td>
<td>Elicit position of interviewee.</td>
</tr>
<tr>
<td>Does it seem useful to measure this aspect of the software?</td>
<td>Elicit position of interviewee.</td>
</tr>
<tr>
<td>What do you think of the changes that are measured across releases?</td>
<td>Determine opinion on measurements and differences.</td>
</tr>
<tr>
<td>Are you able to relate the measurement to your tasks as &lt;role&gt;?</td>
<td>Gain insight in &lt;role&gt;-perspective.</td>
</tr>
<tr>
<td>How would you apply the information that is provided?</td>
<td>Gain insight in value of measurements for &lt;role&gt;.</td>
</tr>
<tr>
<td>Looking at the data, did you miss aspects that would have been useful to include in the measurements?</td>
<td>Identify gaps in measurement information.</td>
</tr>
<tr>
<td>What do you think of software energy consumption in relation to quality attributes of the software?</td>
<td>Identify relations with SEC and determine opportunities for trade-off analysis.</td>
</tr>
<tr>
<td>What do you think of software energy consumption in relation to software metrics (e.g. lines of code, number of types, complexity measures)?</td>
<td>Identify relations with SEC and determine opportunities for further analysis.</td>
</tr>
<tr>
<td>In your opinion, what is required to put SEC on the agenda within the organization?</td>
<td>Identify strategic opportunities from SPO perspective.</td>
</tr>
<tr>
<td>What is required to have you consider this aspect as part of the job?</td>
<td>Identify opportunities from &lt;role&gt;-perspective.</td>
</tr>
</tbody>
</table>

The questions comprising the semi-structured interview were formulated during multiple brainstorming sessions between the authors, and tailored to help answer RQ2 in light of the experiment results. For each question (Table II) a goal was formulated in relation to determining the added value for an SPO. Note that the order of presentation corresponds with the order in which the questions will be posed to the interviewees. Given the novelty of the topic (i.e SEC) and the focus on the added value from the perspective of a product team and SPO, we were not able to validate our questions through a pilot interview with a person independent from the research.

For the interview itself, each interview was conducted following a protocol where the interviewees are first presented with a summary of the data, i.e. our previous work [21], followed by the interview questions. During the interviews notes were made on the important aspects mentioned by interviewees and, with consent of the interviewee, the interviews were recorded. Processing the interviews was done directly after the interview, to prevent inaccuracies due to poor recall [52], and encompassed the identification of themes across interviews: aspects that are mentioned by multiple interviewees or are stressed from the perspective of a specific role. The notes made during interviews served as a guide to identify themes and were completed, e.g. by adding missed aspects, using the recordings. As such the notes served as a qualitative summary of the individual interviews and the main source to extract the final set of themes.

4. STUDY EXECUTION

4.1. Experiment Execution

4.1.1. Setup: in line with the deployment portrayed in Figure 1, two servers have been used: one for the application and one for the database. The setup is depicted in Figure 3. The specifications of
the application and database servers are provided in Table 1. To ensure consistency with regard to external factors (e.g. room temperature), the servers were installed in the same data center.

Both releases of DG were installed on the application server and Oracle was installed on the database server. The setup of the experiment, including the servers, is comparable with a commercial setting of the product. In the experiment, both releases use the same data set of an actual customer. To increase the consistency across measurements, a script is used to generate 5014 documents using DG.

4.1.2. Baseline Measurements: to obtain a clean measurement of the EC related to solely DG, we determined the idle EC for the hardware that is used. This represents our baseline, and as such is subtracted from the total EC during a measurement, under the assumption that the increase in EC solely depends on running the software under test. As the idle EC heavily depends on the used hardware, this number should be determined separately for each hardware device in the experiment by performing measurements while the hardware is running without any active software.

However, using this method, the EC is not only related to DG, but also includes the effects of measurement software and Operating System (OS)-specific activities (e.g. background daemons), which we are not (yet) able to consider separately and thus considered to be part of the idle measurement. As we cannot completely control these aspects, we stopped any service and process known not to be required by the software product under test to minimize their effects (e.g. the automatic Windows update service). Additionally, we used a separate logging server to minimize the overhead caused by the data collection process.

Another aspect that we had to consider is the cooldown time a server needs after rebooting: after a reboot, several services related to the OS are active without direct instructions from a user. As these services require computational resources, they will most likely pollute measurements if the experiment starts while these services are running. Hence, measurements have to be taken in a “steady state” i.e. when the extra services become inactive.

As with the idle baseline, the cooldown time was determined for every hardware device included in the experiment. EC and performance measurements give an indication of when the steady state is reached. The cooldown time for our servers was determined to be 15 minutes.

4.1.3. Hardware– and Software–Based Measurements: a measurement method concerning software EC should include both hardware and software approaches to obtain the right level of detail in the measurements. In terms of hardware measurements, we relied on power metering devices. As these meters are installed between a device and its power source, a meter was needed for each power

Figure 3. Experiment environment.
supply unit of the devices under test. Although these meters are capable of achieving high levels of accuracy, their specifications was taken into account in the data analysis as even measurement errors of a fraction of a percentage point might prove significant at software level. Each of the servers in our setup is instrumented with a single WattsUp? Pro (WUP) device† (see Figure 3). WUP devices record the total energy consumption of the hardware once per second.

In order to profile individual software processes, we used software energy profilers (see Section 2). These tools estimate the EC of both the whole system and individual processes at run time, using power models based on computational and hardware resource usage. Unfortunately, most energy profilers record measurements with a 1-second interval, although a higher frequency is desirable [33]. While the usability and accuracy of energy profilers still have margins for improvement [28, 30], the reported measurements could still be used to detect differences in EC. In other words, although measurements in absolute terms may not be fully accurate, the relative differences between EC of the two releases we analyzed still provided useful insights.

In our experiment, we used the tool Joulemeter (JM) of Microsoft, that allows to estimate the power consumption of a system down to the process level. JM estimates EC on a model that first needs to be calibrated for the hardware it runs on. Previous experience with JM [28] shows that although JM provides a general idea of EC, it differs significantly from the actual EC. Since only one process can be measured per instance of JM, a separate instance for each of the concurrent DG processes is instantiated (see Section 3.1.1). Although relatively coarse, measurements on process level (i.e. the concurrency views on the system [37]) can be translated to more fine-grained aspects using an architectural perspective [51].

The hardware resource usage of the application and database servers were measured using the standard performance monitor (perfmon) provided with Microsoft Windows. Performance data is remotely collected using the logging server, thereby minimizing the overhead of measurement on the actual hardware.

Summarizing the data collected for each individual measurement we have:

- WUP measurements of the energy consumption at the level of the hardware;
- JM estimates for each of the processes together with an estimate of the total energy consumption;
- one perfmon file containing resource usage data for both the application and the database server;
- the start and end timestamp for each measurement;

After each measurement, both servers were been reverted to the initial state, restarted and were left untouched for the determined cooldown times.

4.1.4. Data Synchronization: an important requirement for data analysis is to have synchronized measurements. As measurements are obtained from different sources, their timestamps have to be synchronized to avoid irregularities in the data. For example, if a specific activity is performed and the timestamps across sources are not in sync, there is a risk of missing the data related to this

---

activity. To address this issue, in our experiment we continuously synchronized the clocks for all measurement sources using the Network Time Protocol (NTP).

4.1.5. Measurement Protocol: while the “green mining” method [42] provides a solid basis for designing an experiment, no details are provided on how to actually perform reliable measurements within an experiment. To this end, we propose the following protocol applying the information presented in this section, which is an extension to the activities presented by [42]:

i Restart environment;

ii Check time synchronization;

iii Close unnecessary applications;

iv Start performance measurements;

v Remain idle for a sufficient amount of time;

vi Start EC measurements;

vii Run measurement and wait for run to finish;

viii Collect and check data;

ix Revert environment to initial state;

The protocol ensures consistency across measurements and improves the reliability of each measurement [46].

4.2. Interview Execution

The interviews were conducted with the architect, the product manager [20], a developer and a tester of the DG team, the latter also being the ‘Scrum master’, and took place between four to seven months after the results of the SEC measurements (i.e. [21]) became available. Given the nationality of the team the interviews were conducted in Dutch, which meant we had to translate the interview questions to Dutch and the interview results from Dutch to English. Also, as not the entire team was situated in the same office building, we had to conduct one interview remotely. On average an interview lasted approximately one and a half hour.

For the analysis, the notes made during the interviews appeared sufficient to identify all relevant themes and in practice the recordings were only played back once to confirm the themes. Unfortunately, even though all interviewees gave their consent for recording the interview, only three out of the four interviews were successfully recorded. In the case where we lacked the recording, we cross-checked the processed results with the interviewee for inaccuracies: none were identified.

The results of the interviews are reported in the results sections (Section 5), sorted by the themes that we identified. Combined with the other information at hand, these results are used to provide an answer to RQ2 (Section 6).
5. RESULTS

5.1. Experiment Results

In this section we extensively report our experimental results. The complete dataset is openly available\(^8\).

Both the WUP as well as the JM measurements report the EC as an average of the instantaneous power over the sampling interval. To calculate the total EC, we either multiply the average power with the time the system was running, or sum up the recorded energy measurements. We report our findings in Watt (W) or Watthour (Wh) where applicable.

5.2. Baseline Measurements

The results of the idle and JM overhead measurements are presented in Table III along with the measurement time to determine the averages. The measurements were collected over 5 runs per scenario, spanning more than 50 hours of measurement time. Starting with the idle EC we found an average power consumption of 274.54 W and 252.59 W for respectively the application and database server. Considering that the servers are almost identical, we can only allocate this difference of 21.95 Watt (W) to the extra processor available in the application server.

An interesting finding is the fact that there is minimal to no overhead on the account of JM. Further investigation showed a base memory usage by JM, which increased when JM was actually logging measurement data. While logging, performance measurements show increases in the memory usage of the JM instances which are periodically ‘reset’ to a base memory usage. Our guess is that the pattern in memory usage corresponds to incrementally adding measurements to the CSV file. Despite this variability in memory usage we could not detect any change in EC.

As part of the baseline measurements, we also determined the power consumption interval of the servers. Based on 36 hours of running the servers at full capacity, we determined a maximum power consumption of 367.3 W for the application server and 291.2 W for the database server providing a range of 92.02 W and 38.41 W respectively. Again we can only explain the difference due to the impact of the additional processor, showing that, all other things equal, the power consumption range increases with a factor of 2.4. Using the range we are able to normalize the measured power consumption and better investigate the impact of the software on the hardware EC.

5.3. DG measurements

We performed 20 executions for each DG release (7.3 and 8.0). During each execution, we collected the data described in Section 4.1.5. Tables IV and V summarize the results in terms of mean \((\mu)\) and

\(^8\)https://www.dropbox.com/sh/kk9kastzo2cypur/AABA3ZuWbSi-F4k8o8Af6KJJa?dl=0

---

Table III. Comparison of server power consumption in different “idle” scenarios including measured time.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>57:11:30</td>
<td>274.54</td>
<td>54:06:21</td>
<td>275.28</td>
<td>54:06:21</td>
<td>276.18</td>
</tr>
<tr>
<td>Database</td>
<td>57:11:30</td>
<td>252.59</td>
<td>54:06:21</td>
<td>252.79</td>
<td>54:06:21</td>
<td>253.39</td>
</tr>
</tbody>
</table>
standard deviation (\(\sigma\)) for the application and database server, respectively. Notice that the process-level results for the database server only include the JM results for the ‘Oracle’ process. The other processes were excluded from the table as their EC was reported as 0 by JM, despite them being active. The ‘Interface’ process on the application server, that runs the GUI of DG, was not active during the experiment as the DG execution was scripted.

Comparing the measurements between releases, two differences are clearly visible. First, the run length increases by 12 seconds on average in the 8.0 release. A second difference is the overall increase in energy consumption of DG 8.0 as compared to 7.3 of 4.14 Wh according to the WUP measurements: 2.97 Wh for the application server and 1.17 Wh for the database server. Such increase, to a lower extent, is also reflected in the JM data. This difference cannot be explained only by the increase in execution time: if we subtract the average amount of energy consumed by DG in 12 seconds from the 8.0 average, we still find a difference of 2.05 Wh and 0.32 Wh.

The SEC for both DG releases is calculated by subtracting the ‘idle with JM’ EC from the total EC as reported by the WUP for the length of the run. For release 7.3 we find a SEC of **2.57 Wh for the application server and 8.03 Wh for the database server**. Measurements for release 8.0 provide a SEC of **4.61 Wh and 8.34 Wh for the application and database server**.

Placing the SEC in the perspective of the ranges calculated for each server, we find that only a relative low portion of the available resources is actually used by DG. Even when considering the total power consumed by the servers, the average power consumption figures for release 7.3 are 276 W and 255.66 W for the application and database server. For release 8.0, the averages are 277 W and 256.00 W respectively. Considering this in relation with the power interval we reported in our baseline measurements, at most 1.87% and 8.36% of the application and database server capacity is used, respectively. These figures in our opinion underline why virtualization, or resource sharing in general, could still be an important aspect to reduce the EC related to software.

**Table IV. Summary of the experimental results on the Application server for both DG releases.**

<table>
<thead>
<tr>
<th>Application server</th>
<th>7.3</th>
<th>8.0</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run length (hh:mm:ss)</td>
<td>2:48:16</td>
<td>2:48:28</td>
<td>+12 s</td>
</tr>
<tr>
<td>Processed Documents</td>
<td>5014</td>
<td>5014</td>
<td></td>
</tr>
<tr>
<td>WUP (Wh)</td>
<td>774.59</td>
<td>777.56</td>
<td>+2.97</td>
</tr>
<tr>
<td>Run Total (Wh)</td>
<td>765.20</td>
<td>766.21</td>
<td>+1.01</td>
</tr>
<tr>
<td>Process (Wh)</td>
<td>0.0002</td>
<td>0.0003</td>
<td>+0.0001</td>
</tr>
<tr>
<td>Server Total (Wh)</td>
<td>765.18</td>
<td>766.21</td>
<td>+1.03</td>
</tr>
<tr>
<td>Process (Wh)</td>
<td>0.744</td>
<td>0.758</td>
<td>+0.014</td>
</tr>
<tr>
<td>Connector Total (Wh)</td>
<td>765.19</td>
<td>766.22</td>
<td>+0.03</td>
</tr>
<tr>
<td>Process (Wh)</td>
<td>0.144</td>
<td>0.22</td>
<td>+0.76</td>
</tr>
</tbody>
</table>

**Table V. Summary of the experimental results on the Database server for both DG releases.**

<table>
<thead>
<tr>
<th>Database server</th>
<th>7.3</th>
<th>8.0</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run length (hh:mm:ss)</td>
<td>2:48:16</td>
<td>2:48:28</td>
<td>+12 s</td>
</tr>
<tr>
<td>Processed Documents</td>
<td>5014</td>
<td>5014</td>
<td></td>
</tr>
<tr>
<td>WUP (Wh)</td>
<td>716.99</td>
<td>718.16</td>
<td>+1.17</td>
</tr>
<tr>
<td>Oracle Total (Wh)</td>
<td>706.37</td>
<td>707.27</td>
<td>+0.9</td>
</tr>
<tr>
<td>Process (Wh)</td>
<td>5.63</td>
<td>5.62</td>
<td>-0.01</td>
</tr>
</tbody>
</table>
5.4. Joulemeter Estimations

The SEC can also be calculated using the estimations provided by JM (Table VII). Using this data we find a SEC of 1.45 Wh and 5.69 Wh for the application and database server with release 7.3, and 1.57 Wh and 5.72 Wh with release 8.0. There are evident differences between these SEC figures and the ones obtained using WUP. In our data we observe that the WUP on average provides a higher SEC of 1.12 Wh and 2.34 Wh for the application and database servers. This difference is probably due to an underestimation given by the JM power model.

Apart from the total EC, the JM data allows us to calculate the SEC according to measurements on process level, i.e. the ‘Run’, ‘Server’ and ‘Connector’ processes on the application server and the ‘Oracle’ process on the database server. The measurements for release 7.3 provide a SEC of 0.89 Wh and 5.69 Wh for the application and database server. With release 8.0 we find a SEC of 0.97 Wh and 5.62 Wh respectively. The large differences in the SEC figures could be an indication that, despite our efforts, several processes are still active in the background alongside the DG processes.

5.5. Software Metrics

The results of the analysis on software metrics are shown in Table VI. Our results show a size increase of DG 8.0 in terms of lines of code (LOC) (6.5%) and number of types (19.64%), projects (33.19%), namespaces (31.46%), methods (13.88%), fields (33.23%) and source files (27.80%). Since our case study was performed after the releases were commercially available, we were not able to determine all churn measures presented in [42]. Specifically, the added and removed lines and the file churn require a fine-grained tracking during development.

If we consider EC in relation to the metrics, we find that the EC per line of code is 0.047 Wh for release 7.3 and 0.044 Wh for release 8.0, suggesting an increased efficiency per line. This increased efficiency also holds for the other size-related metrics. However, any usage of LOCs for quantitative analysis of software products is under the strong assumption that every LOC is equivalent in terms of efficiency. Inefficiently written code (e.g. resulting in more LOC) could result in a lower and incorrect EC per line of code.

5.6. Interview results

The interview results on the stakeholders’ views on EC measurements are presented below, arranged by the common topics that emerged across the interviews. For each topic we combined the results gained from each interviewee.

Sustainability: in general, sustainability, including EC, is perceived as an important topic in the Dutch software industry and this importance has increased with the recent climate deals\textsuperscript{4}. Dutch municipalities, which comprise a large part of the DG customer base, are compelled to consider sustainability in their processes and are becoming aware of the role IT can play. However, given the novelty of this area there are no hard requirements from the customers (yet).

\textsuperscript{4}http://ec.europa.eu/clima/policies/international/negotiations/paris/index_en.htm
The tester, from his product owner perspective, and product manager were enthusiastic about measuring the EC of DG as a way to gain competitive advantage. Striving for a reduced EC and thereby environmental impact is seen as desirable for the product and the company as a whole.

However, the team was convinced that the impact of renewing hardware on the EC is higher than changing software. According to the developer ‘hardware changes are easily made and are still the low-hanging fruits when it comes to EC.’ Although it is important to monitor the resource utilization, e.g. CPU utilization, to control and improve software, renewing hardware is expected to grant higher economic savings.

**Experimentation:** overall, the interviewees were satisfied with the results of the experiment and found no reasons for concern. The functionality, i.e. encryption, was added to comply with regulation and the differences were not significant. On a strategic level, the product manager was pleased by the fact that this aspect of the software could be measured and made tangible. Until now the aspect of EC was relatively abstract, especially in relation to software.

The results did raise the interest of the architect and developer: specifically, they were surprised by the elements and processes that were shown to be affected. However, further investigation into the matter would (among others) require isolating the encryption provider and testing this aspect separately (e.g. encrypt and decrypt a number of rows) to determine its impact. Given that, analysis of the code would still be required to find the actual cause(s) of the unforeseen change.

Consequently, a business case was made to further investigate the impact of the encryption provider on the software including the costs for investigating and potentially redesigning.

**Table VII.** The SEC according to Joulemeter calculated using the total power consumption and the power consumption per process.
the costs against the projected benefits (i.e. lower energy consumption and potential increased performance) it did not appear beneficial to invest in this matter at this point in time. Still, this aspect will be monitored as it could become more important in the future.

Software energy efficiency might become more important when the scale of the transactions increases. In the experiment DG was instructed to generate 5014 documents, which is only a small fraction of the 30 million annually generated documents. If the software is made more efficient, this is bound to have a significant effect on the resources, and as a consequence this will also affect the forthcoming EC.

In this sense, performing experimentation on a larger scale would be useful. For example, the tester and the developer suggested increasing the duration of the experiments. Simulating DG usage for an entire working day could help the tester detect EC patterns over time and possibly provide input for a smarter scheduling schema. For the developer, a longer experiment duration could help detecting errors and bugs that only show after a longer period in time. The effect of small loops or try-catch recursions, for example, can keep piling up over time until their presence is noticed. On the long run they could significantly affect the resource usage by the software. Even though errors like these are often not critical and can be resolved by rebooting the system, as a developer they are valuable to ensure system stability over time. Also testing in different environments, e.g. SaaS, with multiple servers, layers of virtualization and different hardware resources in general was considered an interesting increase in scale.

The team also felt strong towards the idea of presenting results in relation to a benchmark instead of ‘raw’ measurement data. Comparison between releases directly identifies differences and can be used to pinpoint those aspects that have evolved dis-proportionally. Presenting ‘raw’ measurement data, e.g. CPU utilization, would require more effort to understand the measurements, correctly interpret the results and translate results to concrete actions.

With respect to EC the interviewees did not see a clear relation with software metrics. Software metrics are mostly used as an indication for the maintainability attribute of the software and as a means to monitor the evolution of DG in general. Higher technical debt, for example, could be an indication of poor maintainability of the software. Especially the comparison with other products is important, which is an internal indicator for the quality of the development activities.

**Functional vs. non-functional aspects:** in general the software development practice of the team can be characterized as functionality-driven [53]. The architect stated: ‘writing code concerns functional aspects, not performance or energy. Developers do not consider non-functional aspects while writing code’. It was made clear that the only way a developer would work on, for example, performance is to make the requirement very concrete and functional; e.g. a window should open in one second.

With respect to EC and the quality attributes of the software product, the product manager admitted that this aspect was, due to the functionality driven development, not high on the priority list. As there are currently no customer requirements on this aspect, the product manager could not justify a trade-off in favor of sustainability against, e.g., performance. It would be valuable to consider EC on this level, but from a strategic perspective that would require more awareness on the customer side to justify why certain decisions are made. For DG the risk was considered too high to make these trade-offs themselves.
On the other side the developer pointed out the necessity of certain design decisions that have been made. Although not related to DG, the developer mentioned the usage of the HTTPS protocol which according to him requires twice as much resources compared to simple HTTP. On large scale systems the decision to apply HTTPS is bound to have a significant impact on the EC sometimes without having a clear benefit in certain cases. Any design decision should include trade-off considerations between the relevant quality attributes.

The team agreed that if EC is labeled as a key factor by the organization, then decisions on adding or changing functionality should be made in the design phase and EC should be a prominent factor in the decision-making process. In a sense EC should be considered the same as the other quality attributes for the software and trade-offs should be made depending on the organizational policies. The tester admitted that testing on non-functional aspects, which EC is considered to be, is in general not done extensively. Given the current stage of the product life cycle where the product is transformed to a SaaS solution, there is no high priority to do so.

**Relating measurements to roles:** with respect to the measurements in relation to his tasks, the developer argued that the measurements are foremost an indication of whether he has done his job right. If large, unexpected discrepancies are observed, it could be an indication that a mistake has been made in the code itself. As such the measurements are used as a check. The same holds for software metrics, which essentially are used as a means to check whether any changes are in line with the adjustments that have been made.

As a software producing organization the product manager saw added value in having a unique selling point and also saw potential to strengthen the organizations’ image with respect to sustainability. Compared to competing products, simply providing insight in the EC of the software could help in winning over customers. Performing EC measurements not only potentially helps the customer become more sustainable, but also visibly lets the organization take responsibility for their contribution.

The tester noted that a focus on non-functional aspects requires different tests performed in different environments. The added value for him as tester specifically was marginal in the form of the knowledge gained by performing these tests. Finally, the architect noted the strategic advantage of performing these measurements and added the potential increase in software quality. An aspect like EC requires trade-offs to be made and stimulates to rethink design decisions.

**Putting EC on the agenda:** To put EC of software products on the agenda would require a change in mindset within the organization. Progress with the software itself, i.e. functional improvements, is most important, but there are other developments that require a broader perspective on the software. For example, the scale of software products is changing, e.g. on-premise to cloud, which also affects the resources used by the software. In the end, to structurally consider EC, all interviewees agreed that the costs and financial gains should be made visible.

Also making EC tangible, like in this study, is essential. Presentations on being sustainable have been given in the past and often left the team with more questions than answers. From the perspective of the product manager this topic can not be forced upon products due to other factors weighing in, but making EC concrete helps to include this aspect in the decisions that need to be made. The tester however disagreed and noted that a top-down approach would help to have an organization-wide focus on this aspect of software and will hopefully stimulate attention from the bottom up.
**The future of DG:** Currently release 9.0 for DG is being developed where the system is redesigned to a software as a service (SaaS) product. The bulk of the work for the architect is to redesign the system in terms of (functional) aspects that were originally not designed to be, for example, multi-tenant. Again the architect stressed that a new development viewpoint would only guide development activities (e.g. by providing insight in changed dependencies) while still a lot of work has to be done on code level.

Apart from the development activities, there is awareness on the 'different dynamics' with a SaaS product; shared resources, multi-tenancy, a changing pricing model, continuous delivery and the total cost of ownership in general. Deploying DG as a SaaS product will most likely emphasize non-functional requirements for the system, thus requiring a better comprehension on these aspects. In line with the insights provided earlier, the team expected EC to be more relevant in SaaS deployments where a lower energy consumption can directly affect the total cost of ownership and thereby the strategy for a product.

6. DISCUSSION

In this section we discuss the results presented in the previous Section, answer the research sub-questions for RQ1 and provide an answer to RQ2.

6.1. SQ1: Measuring the EC

The protocol that was applied in the experiment ensures that the relevant variables (that can be influenced) are under the control of the researcher. It also provides guidelines for the data collection and processing. By following the measurement protocol we obtained consistent and comparable data across measurements, confirmed by the small standard deviations found with each item, and were able to compare different releases of DG from an EC perspective (Figure 4). This allows us to conclude that the measurement method we adopted can be used to reliably measure the EC of a software product.

In terms of software metrics, due to our limited dataset we could not perform a statistical correlation analysis. Although the size metrics show an increased efficiency per line, we cannot claim a causation link between such increase and the increase in energy consumption. However, we argue more valuable insights can be gained from the complexity metrics. The cyclomatic complexity for types and methods is expressed in the number of independent paths through program source code where an independent path is a path that has at least one edge that has not been traversed before in any other paths. A high cyclomatic complexity over time increases the probability of errors while maintaining the software (i.e. decreases maintainability). The nesting depth represents the depth of a nested scope in a method body where a lower nesting depth is better for the readability and testability of the software.

As per the size metrics, we cannot claim a direct causation link between the increase in complexity and the EC. However, given their relation to QAs (see the ISO 25010 standard), the complexity metrics could indicate a potential impact on the design of a system architecture in terms of allowing or precluding other QAs.
This allows trade-offs between different sustainability requirements, thereby enabling decision-making with respect to the EC of a software product. For example, one could consider EC in relation to its maintainability and specifically its technical debt (i.e. results of past decisions that negatively affect its future [54]). Maintainability is a QA that is normally associated with the technical sustainability dimension.

Looking at the reported complexity metrics we find an increase in the average cyclomatic complexity values, whereas the average nesting depth for methods decreases with release 8.0. Most notable is the increase perceived in the average cyclomatic complexity for types from 37.35 to 40.78 paths. A lower cyclomatic complexity in general indicates an improved maintainability and testability of the software, and an improved readability of the code itself. While this might seem a deterioration of the software quality, this finding might indicate a (deliberate) trade-off has been made between the maintainability and security QAs.

6.2. SQ2: Relating EC to Software Elements

In order to answer SQ2, we used Joulemeter to estimate the energy consumption of individual software processes composing our application. We also validated the accuracy of Joulemeter, building a separate model from our performance dataset using linear regression. The model outperforms JM at machine-level prediction i.e. trying to predict the total system EC, see Figure 5. More details on this model are provided in the Appendix.

However, if we aggregate the estimation obtained using our model for all the processes running in the application, we obtain very similar percentages to those computed via JM. Given this validation, we must conclude that JM provides a fairly accurate estimation of the energy consumption of specific processes.

Although both Joulemeter and our regression model are unable to attribute the total SEC to specific processes, our profiling method allows us to observe relevant changes between the different processes composing our software product which allows us to make informed hypotheses about the impact of each elements on our software product. For example, the ‘Oracle’
process in the database server is by far the most energy-consuming. This indicates that the database is a potential hotspot [8] and, as such, a candidate for optimization.

The most apparent difference between the DG releases is the introduction of the encryption provider element on the application server. Unfortunately, as this element is a library, we were not able to perform measurements specifically on it and isolate its energy impact. We are, however, able to analyze the effects that are caused by the addition of this elements and infer possible explanations for EC differences.

According to the architect, the introduction of the encryption provider was accompanied by minor changes in the ‘Server’ element. Interestingly though, while an increase in EC is found in the ‘Server’ element, the main EC difference was found in the ‘Connector’ element going from 0.144 Wh to 0.215 Wh. This difference could not be explained based on the adjustments applied in release 8.0. This unforeseen change in EC was reason for the architect to further investigate the matter in the near future.

With regard to the difference in run length an explanation is sought in the encryption that is applied, possibly extending the time required to set up a connection and communicate data. Apart from increased duration of the run, we also found that the net number of seconds reported by JM increases with release 8.0 for the ‘Server’, ‘Connector’ and ‘Oracle’ processes. Considering that JM uses a linear model to estimate EC, a higher execution time should result in a higher EC for these processes. However, this only holds for the processes running on the application server.

Overall we can conclude that the changes applied in release 8.0 increased the SEC by 4.14 Wh for the generation of 5014 documents. Although small, these differences could add up significantly with each installation and generated document: in literature [42], a savings of 0.25 W is shown to potentially equal the power use of an American household for a month.

With these results stakeholders of DG are now able to quantify and justify changes in EC. Considering the cause of this increase, i.e. being compliant with a new document management system and ready for the General Data Protection Regulation, the stakeholders deemed the increase

![Figure 5. Performance of the penalized regression model (in red) vs. Joulemeter (in blue). Measured values by WUP are in black.](image-url)
in EC as acceptable. To increase efficiency, however, the software architect will still look into the ‘Connector’ element.

6.3. Visualizing Software Energy Consumption

Besides measuring on process level, the resource usage data described in Section 3.1.4 was measured at server level. This data allows us to characterize the hardware aspects that affect the EC range (Section 5.2) and visualize the impact of release DG 8.0 on the servers. Specifically we use the disk bytes/sec, % processor usage and working set to respectively calculate the hard disk, CPU and memory dimensions. Note that the network dimension is not included since these metrics were also excluded for measurement on server level.

![Radar graph](image)

Figure 6. Radar graph showing the impact of DG release 8.0 on EC and the relevant hardware aspects.

In order to create the visualization, we follow the approach described in [55] to create a radar graph. For each dimension, we calculate the normalized delta using the averages across measurements. Since the values are normalized, a delta larger than ‘1’ shows a deterioration compared to release 7.3 and vice versa. Given the focus on EC, we included this dimension in our calculation.

The results for each server are shown in Figure 6. The line surrounding the green area is the benchmark for the normalized delta and represents release 7.3. The line surrounding the red area, representing release 8.0, indicates that the impact of the encryption provider on the available resources is mainly through the memory and hard disk usage, i.e. delta > 1. Note that the radar graph is zoomed in, i.e. the maximum value of the graph is set to 1.2, to better portray the results. This finding is contrast with the expectations of the DG development team: the encryption was regarded as increasing the load on the CPU, however the normalized delta for the CPU usage is 1.00 and shows no difference across releases. Most prominent is the deterioration of the EC, with deltas of 1.13 and 1.16 respectively, which clearly skews into the red area of the graph.

6.4. RQ2: the added value of EC measurements for the SPO

Through interviews we obtained insights into how EC information for a software product affects different roles in the DG product team. With respect to the differences found between the DG releases, there was no reason for concern as the EC increase was considered marginal. However, a clear lack of reference material also prevented the interviewees to put the increase in perspective
with other products. As such, a first aspect of added value for each role was to have EC measurements in the first place.

The lack of reference material implies that EC measurements could potentially provide a strategic advantage with respect to competitors. Even though all roles acknowledged the potential, only the product manager and architect roles are actually able to extract value from this advantage. The product manager can promote improvements on the energy consuming behavior of the product and stress the (temporary) uniqueness of these efforts, potentially leading to increased sales and an improved market position. On top of that, the product manager is able to include EC requirements on the roadmap and steer development towards strengthening this aspect of the software. The architect on the other hand, can plan technical adjustments that help to reduce the total cost of ownership for a product.

One added value that holds for all interviewees is the increased awareness on the topic of sustainability and the relation with software products. Before the experiment was performed, sustainability was considered as a topic that should be addressed with other aspects in the organization, i.e. renewing hardware. The relation with software would not have come to mind, which would be a missed opportunity according to the interviewees.

A final added value is related to non-functional aspect in general and not specifically to the EC measurements. By positioning EC in relation to quality attributes of the software, the measurements helped to re-introduce non-functional aspects on the agenda. The focus on functionality made that non-functional aspects were often only considered when issues were experienced by the customer. Keeping non-functional aspects in mind allows to have more control over the software and the quality thereof.

6.5. Energy Consumption on the Product Roadmap

Although the provided delta analysis provides practitioners valuable insights in the EC of their software product, the creation of energy efficient software starts with the design of the software [45], i.e. with its architecture. Changes on this level often require thorough preparation and development, and should be planned ahead on the roadmap. Especially when a balance has to be found with planning and realizing customer requirements [22].

As the performed case study shows, the development team tends to mainly focus on the functional aspects, and postpone trade-off analysis of the relevant QAs. With the presented analysis, EC becomes tangible for the developers, and as such, allows them to start reasoning about the consequences of implementation choices. In this way, EC can be introduced as one of the QAs to be taken into account and the measurements themselves serve to create awareness on the topic. Ideally increased awareness would result in the inclusion of EC related requirements on the roadmap.

With EC related requirements on the planning EC becomes an aspect of the system design. Different studies have evaluated EC with respect to system design. For example, a recent study shows data locality plays an important role in the EC of multi-threaded programs [36]. Similarly, Trefethen and Thiyyagalingam [38] have shown that increased performance does not always have a direct relation with EC. These studies show the need for a separate EC perspective on software architecture. We envision a EC perspective [3] for software architects to analyze and evaluate the EC of a software product. Applying a separate EC perspective enables practitioners to structurally consider aspects that concern the design of a system. On top of that, the knowledge gained from
applying the perspective helps in making informed decisions on trade-offs with other design decisions.

For example, relating the energy consumption to the functional views of a software architecture, the architect can analyze the EC per functionality, and decide, based on performance indicators, such as execution time or frequency, whether the functionality requires separate attention. With the presented delta-analysis, the consequences of the proposed changes can be analyzed. By applying the EC perspective different trade-offs are possible. For example, to exchange modules or services for more energy efficient sustainable variants, such as cloud federation [39].

Since the roadmap encompasses the future direction of a product, the roadmap could be considered a ‘to be’ system design. As such, a product roadmap allows for the controlled evolution of the product.

From an economic perspective, (re-)designing software should be done with the lifecycle in mind. For each investment in the product a business case should be created to ensure scarce resources are directed to where they add most to the product, and organizational, strategy. The lifecycle stage for DG, for example, is two-fold as there is a current product and a planned new product. Release 8.0 is considered a mature product, i.e. middle of life, but is going towards end of life on the technological aspect. However, strategic management has decided that DG is to be renewed and the product is redesigned to a Software as a Service solution. While the new version will replace the current one, the decision was also made to label this new version as release 9.0 to maintain the marketing position for the product. Release 9.0 is currently in its beginning of life phase and the decision of the architect to look into the ‘Connector’ element is should be considered with release 9.0 in mind. Investigating this element for release 8.0 would not be considered as economically viable.

7. THREATS TO VALIDITY

This section discusses the threats to internal, external and construct validity [46, 48, 49] of our research.

7.1. Internal Validity

The internal validity is concerned with the uncontrolled factors that might affect the results of the experiment.

Energy measurement reliability. Although we were able to clearly identify differences between the estimated energy consumption of the selected processes, the estimations only accounted for percentages of the variation in EC. A brief cross-validation conducted by means of a self-obtained regression model based on resource consumption information (see Appendix) was still unable to fully explain the total EC. Hence, additional work is needed to have a clear and reliable attribution of the energy impact of single processes.

Sampling Interval. Both hardware and software measurement approaches have a sampling interval of one second. Given the nature of electrical power, this low sampling frequency might result in an underestimation of EC due to high-frequency energy components. However, this interval is also commonly used in the state of the art [42].
OS Effects. In the experiment the EC of the OS was included in the reported SEC for DG as we could not measure the OS separately. Ideally, the OS would be considered as a separate layer with its own, distinguishable EC. Also, we cannot fully exclude the possibility of OS processes and services becoming active in the background during a measurement. A deeper analysis of the performance measurements could detect such background activities, however this was deemed out of scope for our study. Instead, we mitigated this threat by performing a large number of trials (20 per each release) that should average out these effects as much as possible.

Interaction among multiple applications. The EC of software not related to DG was measured and taken into account (as overhead) while calculating the SEC. These measurements were performed separately to obtain clean overhead figures. However, by doing so we assume a negligible impact of the interaction among DG and other applications running in the system.

7.2. External validity

The external validity addresses the extent to which the results can be generalized beyond the experiment.

Experiment Setting. Our experiment is limited to a single application and tested on a single testbed. Hence, we cannot generalize the effect size of changes in the EC on our target population of commercial software products. Nevertheless, we argue that our work can be useful to generate awareness in software developers and architects about the knowledge gap in software energy efficiency.

Hardware Specificity. One of the main factors that could influence the EC measurements is the specific hardware; new generations of hardware often yield improved performance and EE. We mitigated this thread by performing extensive baseline measurements to determine the idle EC. We argue that differences might be found when comparing the absolute numbers, but that the relative proportions should be consistent across different hardware setups.

Measurement equipment. We applied both hardware and software measurement approaches to obtain our experimental data. Given the diversity of power meters and software tools available, each with their own advantages and limits, there is an unavoidable dependency on the equipment when it comes to the accuracy and detail of the measurements.

Team and organization dynamics. The added value identified for the different roles included in the interview could be specific for the team and the organization in which the team operates. An organization that does not have policies on sustainability or does not operate in a market that requires to do so, will probably not experience the added value as described. The same holds for a team that does not have any affinity with the topic of sustainability.

Interview results. We acknowledge that the number of interviewees, four out of a six-person team, is too small to generalize the results. However, given the specific focus of the interview on the experiment results in the context of a software product team and SPO, we could not extend our population beyond our specific case. Still, we managed to include all roles represented in the DG team and our results should be considered as a first insight into SEC from the relevant perspectives for a software product.
7.3. Construct validity

Construct validity addresses the degree to which the measures capture the concepts of interest in the experiment.

**Metrics vs. outcome.** A central aspect in performing EC measurements is to have a clear view on the metrics that should be reported. To mitigate this threat, in our experiment design we extensively report on our metrics selection and rationale for the experiment and the stakeholders. With regard to the metrics themselves, a consolidated list is already available in the literature [32].

**Definition of change.** The goal of our study is to relate software changes with their effects on the EC. Although we can empirically assess the difference between the energy consumption of the two application releases, we do not aim to provide a general definition of what a ‘change’ represents in software. For that purpose, we simply use two different releases of the DG product. Then, we provide insight as to which specific changes could affect the observed difference in EC. Further work is needed to pinpoint (and predict) the exact energy consumption impact of a generic software change.

**Interview questions.** The interview questions allowed us to identify potential added value of EC measurements for an SPO, and the semi-structured nature provided room for the interviewees to express themselves beyond our predefined set of questions. However, as the questions themselves were not validated, we acknowledge a different approach, i.e. direct questions on the added value of EC measurements, could yield different results. While formulating the interview questions however, we carefully considered the trade-off with the generalizability of our results as such an approach could yield results that are too specific with respect to the software product, the target market and the SPO.

8. CONCLUSIONS

Software sustainability, and in particular software energy efficiency, is hardly addressed in industrial contexts. Previous work [12] shows that due to lack of tools and knowledge, energy efficiency is not on the software roadmap of most SPOs. To investigate this aspect, we posed two main research questions: ‘How can we reliably compare the energy consumption of large-scale software products across different releases?’ (RQ1), further divided in 2 sub-research questions: ‘How can we reliably measure the EC of a software product?’ (SQ1) and ‘How can we attribute energy consumption to individual software elements?’ (SQ2), and ‘What is the added value for a software producing organization to perform EC measurements on software products?’ (RQ2). We presented the design and results of two empirical studies: an experiment performed on the EC of a commercial software product and an interview with the stakeholders from the SPO of the product. In the previous section we provided an answer to both RQs.

To reliably measure the EC of a software product (SQ1), we followed a rigorous methodology and we extensively documented our energy profiling method. Our experimental results show that the total EC of DG increased with release 8.0 w.r.t. 7.3. While this increase was expected, actual EC data now verifies it quantitatively. The stakeholders deemed this increase as justifiable, and the SPO experts could use the results to establish a better causation link.
The second sub-question (SQ2) addresses how to attribute EC to individual software elements. By means of energy profilers our experiment includes the estimation of the EC at process level. Our analysis showed that energy profilers can only explain percentages of the total EC for the application server and an even lower percentage for the database server. We tried to find a regression model to fill this gap in the data (see Appendix), but were unable to create an accurate model at the process level. However, our method successfully identified changes in EC at process level. Any differences found in the measurements between releases are considered to be caused by at least one of these changes and as such should be further investigated in further experimentation. Ideally, aspects of the energy profile can be related to the individual software elements in order to find quantifiable possible explanations for any changes in the EC.

With respect to the second main research question (RQ2) we identified that the added value of EC measurements is on both operational and strategic level. On operational level, such measurements provide a new technique to identify inefficiencies in software. On a more strategic level, the SPO is able to increase the success of a software product by planning its evolution also in terms of energy efficiency. In general, putting energy efficiency on the software roadmap is expected to produce an improvement in the overall quality of the product, also in relation to other quality attributes. However, in order to exploit the added value of software energy efficiency to its fullest, the team must be aware of its potential.

In future work, we will further focus on the development phase i.e. to provide software developers with direct EC feedback during development. The insights we gained from the follow-up interview allow us to understand what form of feedback is more suitable and helpful for the team. A related direction for future research is to further investigate the metrics that characterize a software product in terms of energy efficiency. Finally, an accurate attribution of EC to specific software elements requires further research. Current tools and techniques such as regression models, while promising, still suffer from many limitations. Ideally, such models should be extended to also include (e.g.) OS-level processes, or better, to accurately separate the EC of these processes from the SEC. More complex data analysis and machine learning techniques have to be investigated.

Our research contributes towards levering research on the EC of software products to a new level, instead of maintaining focused on the ‘low-hanging fruits’ as found with the interviews. The results show that software energy efficiency is a pioneering field, that still requires a large amount of empirical evidence before providing solid foundations and principles. For this reason, we strongly encourage other researchers to contribute to this field of research, and we make our data available (see Section 5) for reproduction and replication of our results, to stimulate the community towards new and interesting findings.
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APPENDIX

Regression Model to Predict the EC of Software Elements

The percentages of EC that JM reports on process level (on average 61.9% for the application server and 69.3% for the database server) indicate that we are still unable to explain a relatively large amount of the energy overhead of software execution. We initially attributed this to a lack of accuracy of JM: the tool is based upon a linear model that takes into account only a limited amount of hardware resources [56]. Hence, we hypothesized that this energy estimation gap could be due to unaccounted resources in the linear model. For this reason, we built a special-purpose linear model, trained by using performance data and the energy consumption measured by the WUP. In this Section we briefly explain the techniques we adopted and our results. In order to train the models, we used the values from a single experiment execution (see Section 4) as training set. We then use the remaining executions as test sets to evaluate the performance of our models.

Our first version of the regression model was obtained by means of multiple generalized linear models selection [57]. We selected the SEC as a response and through a genetic algorithm we generated multiple instances of linear models, using resource usage data as predictors (specifically, the used predictors were...
CPU time, IO bytes/sec, memory private bytes and working set: the other predictors (Section 3.1.4) were excluded due to collinearity). We fitted both level-1 and level-2 models, by analyzing interactions between the predictors. The models generated with this method were characterized by strong overfitting to the specific machine. Figure 7 shows why the model performs poorly: if fitted to the application server data, it performs well when predicting data from the same machine (Figure 7a), but is unable to predict the database server data with reasonable error (Figure 7b).

By performing some diagnostics on the model, we found out that there were a number of observations with high leverage (i.e. significantly influencing the regression coefficients). In addition, the data was also characterized by a high number of outliers. Hence, we opted for robust regression [58], a form of regression analysis that gives more reliable results in such conditions. Indeed, such method performed significantly better: in Figure 8 you can see a comparison of the performance of the two models. A large systematic error is still present, but in terms of Mean Absolute Percentage Error (MAPE) we were able to improve from of 12.6 to 2.6.

However, the fitted regression models exhibit negative coefficients. If we assume that a software process will use a positive and finite share of the system resources, this is probably not realistic. Hence, we adopted...
penalized linear regression [59], a regression technique that enables to specify constraints for the model features. This was done in order to enforce a positive value for the predictors.

The model obtained through penalized regression outperforms JM at machine-level prediction i.e. trying to predict the total system EC, see Figure 5. Our model has a MAPE of 0.005 when compared to WUP measurements, as opposed to the 0.08 of JM. Given these promising results, we used the same model to predict the impact at process-level. The prediction values were obtained by using the resource usage data of the single processes (as measured by Perfmon, see Section 3.1.4) as an input to the model. The intercept coefficient of the model was subtracted from the prediction, to remove the machine-dependant idle power estimation. Through this technique, we are able to obtain a realistic estimation of the energy impact for each process (in Table VIII an example for an execution of Oracle is shown).

If we aggregate the estimation obtained using our model for all the processes running in our application, however, we obtain very similar percentages to those computed via JM. Given this validation, we must conclude that JM provides a fairly accurate estimation of the energy consumption of specific processes.

Hence, a relatively high percentage of energy consumption cannot be attributed to specific processes. This is a strong indication that other factors are playing a role. Examples might be OS-level processes and system calls that the profiler is unable to detect as separate processes. Further work must be done to reliably attribute EC to specific software elements.

<table>
<thead>
<tr>
<th>Total SEC (Wh)</th>
<th>Energy impact: Oracle - Joulemeter (Wh)</th>
<th>Energy impact: Oracle - Model (Wh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.239</td>
<td>5.618 (68.18%)</td>
<td>5.724 (69.47%)</td>
</tr>
</tbody>
</table>

Table VIII. Example comparison of the energy estimation for Joulemeter and our special-purpose linear model for the Oracle process.
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